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Abstract

LlamaOS is a custom operating system that provides much of the basic functionality needed for low latency applications. It is designed to run in a Xen-based virtual machine on a Beowulf cluster of multi/many-core processors. The software architecture of llamaOS is decomposed into two main components, namely: the llamaNET driver and llamaApps. The llamaNET driver contains Ethernet drivers and manages all node-to-node communications between user application programs that are contained within a llamaApp instance. Typically, each node of the Beowulf cluster will run one instance of the llamaNET driver with one or more llamaApps bound to parallel applications.

These capabilities provide a solid foundation for the deployment of MPI applications as evidenced by our initial benchmarks and case studies. However, a message passing standard still needed to be either ported or implemented in llamaOS. To minimize latency, llamaMPI was developed as a new implementation of the Message Passing Interface (MPI), which is compliant with the core MPI functionality. This provides a standardized and easy way to develop for this new system.

Performance assessment of llamaMPI was achieved using both standard parallel computing benchmarks and a locally (but independently) developed program that executes parallel discrete event-driven simulations. In particular, the NAS Parallel Benchmarks are used to show the performance characteristics of llamaMPI. In the experiments, most of the NAS Parallel Benchmarks ran faster than, or equal to their native performance. The benefit of llamaMPI was also shown with the fine-grained parallel application WARPED. The order of magnitude lower communication latency in llamaMPI greatly reduced the amount of time that the simulation spent in rollbacks. This resulted in an overall faster and more efficient computation, because less time was spent off the critical path due to causality errors.
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Chapter 1

Introduction

High performance computing (HPC) systems are usually constructed from application specific and expensive hardware. Generally the nodes of an HPC system are interconnected using high performance communication systems, such as InfiniBand. While this may be cost-effective for large corporations with computational needs that require and justify the expense, a high cost HPC system is generally too expensive and inflexible for smaller research groups. Beowulf clusters provide an inexpensive alternative that provide smaller groups suitable performance of the more advanced systems with the flexibility of loosely-coupled hardware.

Unfortunately, most Beowulf clusters simply contain consumer desktop hardware with average speed Ethernet connections and general purpose desktop or server operating systems [1]. While this provides the users all the resources of a parallel computing system, it comes at the cost of inefficient drivers that may not be well suited to parallel computing. This is especially the case for fine-grained parallel computing, which greatly emphasises low driver latency. For example, the implemented network stack may emphasize bandwidth over latency and may be scheduled to execute only every one hundred milliseconds. While some attempts have been made at directly improving conventional operating systems for better parallel computational performance, these changes are often difficult to make and maintain.

Virtualization is a method that has been explored to decrease the difficulty in deploying and customizing the operation of a cluster [2]. This possibility has been increasingly utilized with the integration of hardware virtualization capabilities into the x86/x64 instruction set [3]. Virtual cluster systems can now be constructed
with little noticeable overhead [4]. However, virtual systems are required to share all of the I/O resources of the physical machine and in cluster systems networking performance can take a hit. Many solutions have been explored to improve the sharing of these devices [5], including directly assigning certain resources to selected virtual machines. However, most of these projects seek to improve bandwidth performance, rather than latency.

One alternative which has been proposed by University of Cincinnati researchers is the Low-LAtency Minimal Appliance Operating System, called llamaOS [6]. The goal of llamaOS is to remove this virtualization overhead to allow for better I/O and parallel computational performance. This is achieved by allocating a virtual machine for the llamaNET driver, which has complete control over one of the network interface controllers (NIC). The driver has access to shared memory between virtual machine and communicates with the llamaApps in virtual machines on the same node. Whenever a message is received by the llamaNet driver it is immediately placed into the receive buffer in shared memory for low latency use in the application. Transmits are handled in a similar manner. Several benchmarks have been run to show that not only does llamaNET match the latency of a native networking application, but it actually reduces latency by an order of magnitude for message sizes below 1kB.

### 1.1 Motivation

The capabilities of llamaOS provide only the very basic foundation for the deployment of parallel applications that rely on low latency. The system is in the early development stage and requires standardization of the message passing functionality in order to be scaled to larger clusters and use pre-existing applications. In addition, it is necessary to develop a standard method of deploying the new system into a full sized virtualized Beowulf cluster. Finally, to date only simple ping-pong tests have been run on the system to prove lower latency. It is still necessary to perform further benchmarks and case studies in order to prove the system has realistic merit, despite costing the user one processing core per node.

To overcome these issues, a version of the Message Passing Interface (MPI) [7–9] has been developed for llamaOS, called llamaMPI. This provides a low overhead method of facilitating communication in the virtual Beowulf cluster and meets the standards for all basic and even some advanced MPI functionality [8]. This allows for almost any previously written MPI program to be seamlessly ported into llamaOS.
the creation of llamaMPI also provides a standard method of deploying the virtual machine nodes throughout the cluster.

Finally, because of the ease of porting previously written MPI applications into our system, many new benchmarks and case studies have now been performed. One of the first successfully executed suites was the NAS benchmarks, which range from computationally heavy to communicationally heavy processes [10]. Nearly all benchmarks, especially those that relied heavily on communication, performed at native or slightly better on our system. This was expected, as the NAS benchmarks mainly rely on high network throughput, which llamaNET matches equally versus native. Finally, a Time Warp synchronized parallel simulation called WARPED was built into the system to demonstrate the improved performance of fine-grained parallel applications that mainly rely on low latency. The results show an average drop in execution time of around thirty or forty percent, dependant on the simulation performed. While this was not as dramatic as hoped, further planned driver changes and the addition of threads to llamaOS should provide substantial boosts to performance.

1.2 Thesis Overview

The remainder of this thesis is organized as follows:

Chapter 2 provides background information on the key technologies that provide a foundation for this research. The use of virtualization and the Xen Type-I hypervisor is explained, as well as the concept of application specific operating systems. In addition, the central concepts behind llamaOS are described. The Message Passing Interface (MPI) is then briefly explained as a method of normalizing and simplifying network interfaces. Next, an important set of tools called the NAS Parallel Benchmarks [10] are described as a method of testing the effectiveness of new parallel systems. Finally, the parallel discrete simulation WARPED is shown as a high performance fine-grained program that should test the limits of the new system.

Chapter 3 explores related works to the area of dedicated operating systems for parallel discrete event simulation. The Time Warp Operating System [11] was one of the first attempts at achieving speed improvements to Time Warp at the device driver level. Years later, the micro-kernel Musik [12] provided greater flexibility by supporting a wide range of parallel discrete simulation techniques with the ability to mix and adapt. Finally, both of these are compared with the new system combining llamaMPI and WARPED [13].
Chapter 4 describes the implementation of llamaMPI, a new message passing standard for llamaOS. While llamaOS provided an excellent low latency system for the development of fine-grained parallel applications, it was necessary to standardize and simplify the interface. This chapter explains why the MPI standard was chosen, as well as the development of its core functionality. Concepts such as groups, communicators, point-to-point communication, and collective communication and their tuning are described. The chapter ends with a comparison of llamaMPI to the more conventional MPICH implementation, used later in native tests.

Chapter 5 explains the process of implementing two applications into llamaMPI, namely the NAS Parallel Benchmarks and WARPED. Because both of these applications are based on MPI they did not require significant modification to get working in the system. However, each required a certain amount of tuning or even the creation of additional features in llamaOS to achieve optimal performance.

Chapter 6 provides the results taken from the NAS Parallel Benchmarks, as well as from the WARPED parallel discrete event simulator case study. Furthermore, this chapter provides information on the two hardware test setups and the required llamaMPI parameters to get the applications running optimally. Each results section also provides details on the parameters used for each individual NAS or WARPED test. The results are divided between the two major applications and the two hardware setups on which they were run.

Finally, Chapter 7 will summarize the results from the entire research and will make conclusions about their implications. The chapter will also provide suggestions for future work, based off of those discoveries that warranted more work.
Chapter 2

Background

2.1 Introduction

LlamaMPI is a standard messaging interface that combines together the concepts of many previously existing work. This chapter presents information about llamaOS, the operating system upon which llamaMPI is constructed, and information about the virtualized environment in which it will run. In addition, the MPI standard is explained in detail. Furthermore, the NAS Parallel Benchmarks, which are used to evaluate the performance of llamaOS and llamaMPI, are described. Finally, the parallel discrete event simulation WARPED system is explained, as it is used as the case study for the completed project.

2.2 Virtualization

Virtualization provides a considerable amount of flexibility in system configuration, allowing for new guest operating systems to be created, rebooted, and modified on the fly. While this previously came with a computational penalty, modern virtualized systems have been made more efficient through hardware assistance. Hardware virtualization has been built into both the x86 and x64 instruction sets, allowing for all but a few of the more important calls to be performed directly as usual [3]. The virtual machine monitor (VMM), also called a hypervisor, is the central part of a virtualized system which instantiates the guest operating systems and manages their resource and time allocation. Essentially, it can be viewed as a operating system of completely independent operating systems, which is important to isolating sections of shared clusters.
Most modern hypervisors can be classified into one of two types, described in Figure 2.1. Type-I (Bare-metal) hypervisors are implemented directly in the hardware and allow for direct access to the system resources. An example of a Type-I hypervisor, and the hypervisor used in this research is Xen [14]. Xen is installed directly onto the hardware of the system and booted during the rest of the machine’s regular boot order. Therefore, the hypervisor is at the absolute base above the hardware. In order to keep the hypervisor’s code as simple and reliable as possible, much of the conventional operating system responsibilities are actually borrowed from one of the guest operating systems. This special guest is given elevated permissions and the title dom0 [15]. While the core hypervisor controls memory and scheduling, the dom0 controls much of the peripheral drivers and I/O. Because the functionality of the dom0 is often different than that of a conventional OS, a few modifications are generally required for it to properly share its drivers.

In contrast, Type-II (Hosted) hypervisors are installed on top of a conventional operating system, such as Linux. One commonly used Type-II hypervisor is KVM [16], which leverages a host OS to perform both the core system functionality, as well as I/O. This allows for KVM installed as any other kernel module. This
comes at the cost of not having the low level hardware interactions that a Type-I hypervisor can perform. However, for many virtualization applications this may be sufficient.

Regardless of which type of hypervisor is used, a process without much I/O will run at nearly the same rate in a virtual guest operating system as it will in a natively hosted operating system. This is because with hardware assisted virtualization, the guest operating systems will run directly on the CPUs without any interruption [3]. While virtualization provides the opportunity for multiple operating systems to share the same hardware, this often comes at the cost of higher latency. This is especially true with the concept of full virtualization, which allows for the guests to run unmodified with their original hardware drivers. This requires the host to emulate the hardware devices for the virtual machine and then map the I/O requests to the actual hardware drivers, increasing latency. However, paravirtualization allows for the guest OS to be aware of and take advantage of its virtualized state. For example, it can directly communicate with the underlying hypervisor to try to improve memory and CPU management. In addition, it can often request direct access to a certain peripheral, skipping the latency of the hypervisor.

Even though the overall design of llamaOS is hypervisor independent, Xen was chosen as the initial hypervisor to allow for easier development. Choosing a Type-I hypervisor allows for more isolated guests, direct access to the hardware, and lower latency. Furthermore, Xen is well documented and provides a useful system of paravirtual calls that allow the guest operating systems to interact with the hypervisor. XenStore is part of this functionality, and provides a shared memory space between guests to allow for communication. This ease of producing shared memory proved crucial in the development of the networking functionality of llamaOS.

Before moving on, it is important to fully understand how networking calls conventionally take place in Xen. Even with paravirtualized networking calls, as shown in Figure 2.2, the message must first completely be processed by the dom$∅$ driver’s protocol stack. Once the driver determines that the message is destined for another guest it is sent through through the netback and shared ring buffers to the netfront of the destination guest. Then the guest OS has to process the message through its own protocol stack, increasing the latency. While paravirtualization eliminates the need to completely simulate the network driver on the guest, there is still much added inefficiency because dom$∅$ must route all messages. Although this method provides compatibility for almost any network, it greatly increases overhead [17].
One potential alternative to this problem is direct device access, or PCI pass-through. This became possible with the development of the I/O memory management unit (IOMMU) [18] as part Intel’s VT-d [19]. This allows for the hypervisor to alter the memory mapping of peripherals and ultimately which guest is able to access them. The guest OS is then allowed complete and direct control over the peripheral, providing close to native latency. Due to the potential performance increases this provided, it was soon added to the Xen standard [20]. When the peripheral is a network interface controller, or NIC, the network latency is greatly reduced and becomes comparable to that of a native system. However, this is not scalable as all other guest operating systems lose access to that NIC. So in order for all guests to have access to the network they must either each have their own NIC at greater hardware costs or communicate with each other through shared memory, possibly increasing latency again. Despite this, studies have shown virtualized networks implementing direct access devices benefiting from the technology [21]. This has spurred the development of a new standard for network hardware, SR-IOV [22], that helps multiple operating systems safely alternate having direct access to a single NIC.
2.3 LlamaOS

This section introduces a novel system called *llamaOS*, the **Low-LAtency Minimal Appliance Operating System**. LlamaOS attempts to take many of the positive features of virtualized environments without sacrificing the latency, price, or scalability that they usually entail. It provides all of the necessary features for developers to easily release HPC applications with network performance (both latency and bandwidth) that can meet and even exceed native TCP/IP performance.

LlamaOS is essentially a light-weight operating system into which all of the application code is directly built. This is similar to the idea of a *virtual appliance* [23], which has the application code pre-installed into the OS image, allowing for easier distribution of the application without configuration. All of the system services logic, as well as the application code is directly built into this one image. It also borrows some ideas of a *microkernel* [24], in that it provides only the absolutely minimal system services, such as memory management and scheduling, while sharing common resources. Lastly, it is also similar to an *exokernel* [25] by providing programs with direct and efficient hardware access. The key benefit of llamaOS is that because it runs in a standard commonly used virtual machine, it can be deployed and peacefully co-exist on a Beowulf cluster shared by multiple, distinct user communities.

The idea behind llamaOS is that each machine would launch several llamaOS nodes and coordinate their communication with shared resources. Different nodes can take on different roles as primary computation nodes or external networking intensive nodes. Rather than relying on modifications to existing operating systems, llamaOS was built from scratch to be absolutely minimal. It provides the necessary system services at a minimum overhead. Finally, it provides to developers many of the necessary tools to even make system driver development simple.

Even though llamaOS was designed to be hypervisor independent, the current implementation runs only on Xen, as it has easily provided many of the tools necessary for development and is proven in HPC applications [26]. Most of the Xen specific calls that are made in the code should be easily portable to other hypervisors if necessary. The system architecture of llamaOS on top of Xen is depicted in Figure 2.3. This shows some of the modules that are available and typically deployed with a llamaOS guest image. All images must at least contain the llamaOS-Xen module, which interfaces with Xen and is hypervisor specific. However, because such modules as the c-runtime environment are available, it is possible for
an application developer to never have to interface with this module. In addition, system calls are simply routed through function pointers, which allows for the absolute minimum overhead when performing system services. Finally, much of the GNU C, C++, and FORTRAN libraries have been ported to llamaOS to allow for software engineers to easily build applications for the system. As with any typical application development environment, the application program simply begins with the **main** function.

Built into llamaOS, is the networking API **llamaNET**. As with the rest of the project, llamaNET was constructed to have low overhead and latency. It is based off of Ethernet and modeled after **GAMMA** [27], which is the open source version of the **Active Message API**. Active Messaging reduces the latency of conventional TCP/IP messages by replacing the standard software stack, with one more suitable for low latency messaging. LlamaNET builds upon this by taking full control of the hardware and providing a **zero-copy** data transfer. Each individual application may view and lock the data, but never exclusively owns the rights to it. Different networking hardware drivers can be easily written to allow for llamaNET to work on different systems. This is because within llamaOS users are given access to such tool sets as glibc, C++, and the STL. Because the drivers can be tailored to the specific hardware, this further improves the performance of the system.

Figure 2.4 fully describes the components in llamaNET. One llamaOS instance, designated the **driver node**, takes control of one of the NICs, providing access to the network. While it could eventually have added
2.3. LLAMAOS

functionality, all it currently does is simply wait for messages to be received and then place them in shared memory. If it detects a transmit message request in shared memory it sends it out over the NIC. Additional llamaOS nodes can be instantiated to actually implement the application, performing communication with the driver node over shared memory. These nodes are called application nodes or llamaApps. LlamaNET is not necessarily the first system to take this approach, and other systems further reinforce the idea of sharing network data between the guest operating systems [28]. However, these systems have not realized the performance increase of combining a minimal kernel with communication utilizing direct NIC access.

The llamaNet API uses a simple C++ interface to make all network calls, following the basic RAII design [29]. The receive function waits for a message to appear in the shared buffer and then passes the buffer to the user for processing. Once the processing is finished the user calls the release method to free up the buffer for further data. Transmits are done by first calling the reserve method to provide the user with a blank buffer in shared memory for transmitting messages. After the buffer is filled, the send method is called to mark the message as ready for transmission. The driver node will see this and immediately send out the message over the network.

Because all nodes all share common send and receive buffers it was necessary to find some way to distinguish them from each other for addressing purposes. Each node within a machine can attach a unique ID to the message header. In addition, it can screen for a certain ID upon reception of messages. This

Figure 2.4: LlamaNET Block Diagram
means that although each node sees all outgoing and incoming messages it can choose a unique ID for itself and then only filter out those messages. Because all outgoing messages are shared, intra-machine communication is simply accomplished by sending out a message to the other node’s ID. The other node will match the ID on the way out and will retrieve it in the same as a typical receive.

As shown in Figures 2.5 and 2.6, initial testing has already shown the superiority of the llamaNET system to conventional virtual message passing and even native operating systems [6]. A simple ping-pong benchmark called NetPIPE was used to attain these results on both llamaOS and on a native system. The tool determines the latency and bandwidth of a system at different message data sizes, increasing in an exponential fashion. In all cases llamaNET performed better — providing lower latency and higher

bandwidth. In addition, llamaNET was much more predictable and the plots followed a fairly consistent
trend. Some of the irregularity of the native plots may be explained by randomness in the scheduling of
the TCP/IP software stack. This may demonstrate another possible benefit of using the llamaNET system
— regularity. However, further tests were not yet performed and a communication standard needed to be
adapted.

2.4 Message Passing Interface

The Message Passing Interface (MPI) is a language-independent communication standard that was devel-
oped to allow for easier development and portability of parallel applications [7–9]. It supports both simple
point-to-point communications, as well as more complex collective communications, such as \texttt{MPI\_Reduce},
which performs the second step of a MapReduce operation. MPI permits the programmer to worry only
about the parallel algorithm and not the underlying hardware drivers or implementation. It consists of a set
of function calls that can be made from C/C++ or FORTRAN that are automatically optimized for speed
depending on the hardware setup. The following section outlines each of MPI’s major components.

Two important concepts that easily allow for the portability of MPI code are \textit{groups} and \textit{communicators}.
Groups contain a certain number of processes \(N\) that have continuous unique ranks from 0 to \(N-1\). In
addition, processes can be part of multiple groups. For example, a programmer can divide the world group
into separate sub-groups by the machine on which they are running to optimize data transfers. However, it
is important to keep in mind that groups are not globally synchronized and are kept local to each process.
Groups can then be used to create communicators which are globally synchronized and allow for a set of
processes to selectively communicate with one another. This isolates their set of messages and allows for
reusable parallel libraries to be created. When an MPI program is initialized it contains only the global
communicator, \texttt{MPI\_COMM\_WORLD}, which contains all processes. All other groups and communicators are
created by subdividing this original communicator.

Once a communicator is established, it can be used for messaging. The simplest form of communication
in MPI is the basic send and receive functions, \texttt{MPI\_Send} and \texttt{MPI\_Recv}. In order to send a message a
specific communicator, destination rank, and message tag must be specified. While wildcards can be used
on the source and tag parameters on a receive, it must always be performed within a specific communi-
Figure 2.7 provides an example detailing communication within two different communicators. The rightmost transaction demonstrates the use of wildcards. In addition, sends and receives can be blocking or non-blocking and can be implemented in a multitude of ways. For example, one implementation could immediately send messages and store them all in a receive buffer. Another implementation could store them in a send buffer until requested by a receive. It is important to determine which version is best suited to an application to reduce overhead but also prevent buffer overflow and deadlock.

Not only does MPI provide simple point-to-point operations, but it also provides many collective operations to speed up parallel algorithm development [30]. All of these functions require communications across
all members of a communicator. For example, the MPI.Barrier method syncs up all processes until they are at the same location in the code. Another common function is MPI.Broadcast which sends data from one process to all the other processes in the communicator group. The reverse of this is MPI.Reduce which pulls together data from the separate processes into one process while condensing it using some operation. Figure 2.8 depicts several of these operations.

Finally, another important concept within the MPI standard is the initialization and synchronization of the processes. However, this is largely specific to the implementation and is not defined by the standard. One commonly used implementation is MPICH [7], which is also used in the native MPI comparisons in this report. It uses a command line function called mpiexec which launches the processes on the separate machines across Secure Shell (SSH). In addition, each computational node is assigned a separate manager process to control startup and messaging. This process is the actual place where low level TCP/IP communication occurs between machines. Whenever the program makes a call to send or receive a message it just queries the manger process for transmit and receive buffers. Finally, each application is also required to call MPI_Init in order to start the interface and MPI_Finalize to close it. Section 4.8 provides further details on the initialization and implementation of MPICH. This concludes the basic overview of MPI functionality.
2.5 NAS Parallel Benchmarks

The Numerical Aerodynamic Simulation (NAS) Program at NASA developed the NAS Parallel Benchmarks (NPB) to provide a suitable set of benchmarks for highly parallel computers [10]. At the time of their development the technology used to evaluate the quality of such systems had not advanced at the same rate as the systems themselves. The NAS Parallel Benchmarks effectively model many common computational aerodynamic problems using a "paper and pencil" algorithmic approach to allow for verification and portability. In addition, the standard originally required that all implementations should be written in Fortran-77 or C code, as they were the most commonly used scientific languages at the time. Many different variations have been created for use with MPI, OpenMP, and single serial processes for comparison. The remainder of this thesis will focus specifically on the NPB3.2 MPI release, which contains the benchmarks listed in Table 2.1 [31].

Contained within the benchmark suite are many separate programs that try to reproduce important aerodynamic processes. They are mostly divided into kernel and simulated application benchmarks [10,31]. The kernel benchmarks FT, MG, CG, EP, and IS contain the small commonly run computations in aerodynamic applications. The simulated application benchmarks BT, SP, LU, and DT run computational fluid dynamic (CFD) problems. Within each of these divisions certain benchmarks may stress raw CPU power, while others may mainly test the communication interconnect. Taken together, this suite of benchmarks can effectively measure the total computational and communicational performance of a system. However, it should be noted that the communication-heavy benchmarks mainly emphasize high throughput over low latency. The list below enumerates the parts of a system that are especially tested by each benchmark [10,32,33]:

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Full Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BT</td>
<td>Block Tridiagonal</td>
<td>Block triangular equations - high I/O</td>
</tr>
<tr>
<td>CG</td>
<td>Conjugate Gradient</td>
<td>Approximates eigenvalue of a sparse matrix</td>
</tr>
<tr>
<td>DT</td>
<td>Data Traffic</td>
<td>Black hole, white hole, and binary shuffle</td>
</tr>
<tr>
<td>EP</td>
<td>Embarrassingly Parallel</td>
<td>Solves integral through many random trials</td>
</tr>
<tr>
<td>FT</td>
<td>Fast Fourier Transform</td>
<td>Solves 3-D partial differential equation</td>
</tr>
<tr>
<td>IS</td>
<td>Integer Sort</td>
<td>Sorts a large number of integers</td>
</tr>
<tr>
<td>LU</td>
<td>Lower-Upper Symmetric</td>
<td>Solves a lower and upper triangular system</td>
</tr>
<tr>
<td>MG</td>
<td>MultiGrid</td>
<td>Implements simplified multigrid kernel</td>
</tr>
<tr>
<td>SP</td>
<td>Scalar Pentadiagonal</td>
<td>Block triangular equations</td>
</tr>
</tbody>
</table>

Table 2.1: NAS Benchmarks
• **BT**: This is the only of the benchmarks to rely heavily on file system I/O. In addition, the benchmark seems to be most effected by the computational power, rather than the communicational efficiency.

• **CG**: The conjugate gradient benchmark contains a balance of computation and communication. The computations performed are unstructured matrix multiplications and use irregular long distance messages.

• **DT**: This program tests communication by simulating a network and passing messages around through nodes. At its simplest, the black hole simulation has every node send a very large message to one central node. The white hole simulation is the reverse, with one node spewing many messages to others. The number of nodes required increases with each class size.

• **EP**: Embarrassingly parallel mainly tests the computational speed of the nodes. It starts many processes at the beginning and has very little communication to keep them in sync. The speed of this benchmark is linearly proportional to the number of processors.

• **FT**: The computation of an FFT is communication bound. Increasing the number of processors in the system does not necessarily increase performance, and can actually often inhibit it.

• **IS**: The integer sort benchmark is mostly based on communicational efficiency. Increases in communication time dominate the run time of this process.

• **LU**: This benchmark is balanced between computational and communicational work. Increasing the efficiency of either should proportionally improve the run time.

• **MG**: The multigrid kernel is mostly computationally bound and is greatly effected by the number of processors in the system. The communication time accounts for a much smaller fraction of the time.

• **SP**: This benchmark is a reasonable balance between computation and communication. An improvement in either should bring a proportional increase in efficiency.
2.6 The WARPED Parallel Discrete Event Simulator

While benchmarks are useful to determine system performance, a case study with a fine-grained application should highlight the effects of having lower latency. A discrete event simulation (DES) is one such application that models a system that occurs in many distinct time segments. The basic parts of a DES are as follows:

- **Global Clock**: This keeps track of the simulation time.
- **Event List**: This enumerates all the events that will be processed once the global clock reaches their time-stamp.
- **State Variables**: These contain all of the information regarding the system — the memory.

In order to effectively model a DES, the system is divided into a series of logical processes (LPs) that represent separate physical parts of a system [34]. For example, when modelling a logic circuit, the separate gates would be viewed as individual LPs. The signals travelling in between the gates would be represented as time-stamped events. Notice how this denotes all inputs as incoming events and outputs as outgoing events. Figure 2.9 demonstrates this derivation of LPs from physical processes. The inputs and intermediate signals between the gates would be relayed with time-stamped messages. This is a trivial simulation, as there are no state variables needed since the system has no memory.

The main limitation of conventional discrete event simulation is that all LPs must be gated through one central queue. Parallel discrete event simulation, or PDES, attempts to improve this system by concurrently...
processing the LPs [35]. In order to keep the output of the simulation valid it is important to follow the 
local causality constraint, which states that all events must be processed in increasing order [36]. This 
makes certain that all past events are factored into future decisions and future events do not affect the past.
While this is easy to maintain within each local process, PDES suffers from synchronization issues globally 
when events need to be sent between LPs. If an event is scheduled out of order a causality error occurs 
and the output of the simulation is likely compromised. In order to overcome this issue one of two classes 
of techniques can be used. Conservative techniques have the goal of preventing causality errors from ever 
occurring [37, 38]. Optimistic techniques assume that causality errors occur relatively infrequently and 
instead tries to just detect and correct them [35, 39].

One particular optimistic synchronization technique is known as the Time Warp Mechanism [35, 40]. In 
Time Warp an LP computes all events as they come without any regard for potential causality errors. If an 
error occurs by an event arriving after it needed to be processed, called a straggler event, the LP simply 
restores to a previous time. This rollback not only involves restoring the LP to its previous state, but also 
cancelling the premature outgoing messages that have been sent. These message cancellations are known as 
anti-messages. The modified parts of a Time Warp simulation are listed below:

- **Input Queues**: Each LP needs to not only keep track of all events to be processed, but also all 
  previously processed events for potential rollbacks.

- **Output Queues**: Each LP also requires a queue of previously output messages in order to know what 
  anti-messages need to be sent in the case of a rollback.

- **State Queues**: Each LP needs to store previous states in order to be able to easily restore itself to a 
  previous state on rollback.

- **Local Virtual Clocks**: Each LP keeps track of the previous time-stamp processed and considers this 
  the local virtual time. If a new incoming message has a time-stamp before the local virtual time then 
  a rollback must occur.

- **Global Virtual Time**: The simulation is required to approximate a global virtual time (GVT) for 
  system synchronization [39]. This is equal to the minimum time-stamp of all unprocessed events, as 
  no causality errors can occur before these successful events.
Because the Time Warp Mechanism requires previous states to be saved it can also result in much larger memory usage. The simulation can perform fossil collection, deleting all of the data dealing with events and states before the GVT. Many separate implementations of the Time Warp Mechanism have been developed to optimize these different facets of its operation.

One implementation designed by researchers at the University of Cincinnati is called WARPED [13]. The project began by taking the original VHDL analysers built in the QUEST [41] and VAST [42] projects and generalizing them into a new discrete event simulation kernel. This allowed for new Time Warp algorithms to be easily implemented and compared. In addition, it was built to provide time and space efficient algorithms that could easily be scaled in regards to communication and computational power. MPI was used for all message passing to allow for flexibility in the actual underlying hardware [7]. The actual code itself was written in C++ so that object oriented modules could be easily interchanged when needed. Furthermore, most of these configurations are able to be made at run time to avoid long compilations in between tests [43].

Parallel discrete event simulation and the Time Warp mechanism provide the ability for simulation to be executed in much closer to real time. This is important, as many things that are modelled using PDES, such as weather predictors, become irrelevant after too much passed time. It should be noted that parallel discrete event simulations almost always contain fine-grained event processing steps and thus they are greatly effected by communication latency. This is because slower messages imply a higher chance of causality error. For this reason, it is important to further research into methods to implement WARPED with lower communication latency and provide a simulation environment more suited to PDES.
Chapter 3

Related Work

3.1 Introduction

While llamaOS is flexible enough to potentially have a wide range of uses, the primary application explored in this research is for fine-grained parallel discrete event simulation. This is later shown through the case study of the WARPED system using llamaMPI running on llamaOS. The idea of constructing an operating system for PDES is not unique to this research and has been explored as early as 20 years ago. This chapter of the paper will explore two alternative operating systems designed to particularly support parallel discrete event simulation, namely: Musik [12] and the Time Warp Operating System [11].

3.2 The Time Warp Operating System

One of the first attempts at building a specialized system for PDES was the Time Warp Operating System (TWOS). The system was pioneered by NASA’s Jet Propulsion Laboratory (JPL) as a means of specifically optimizing the lower level operating system service routines for Time Warp simulations [11]. The system completely implements the Time Warp functionality and sets itself apart from general purpose operating systems by synchronizing processes using a distributed process rollback mechanism. Many of the typical OS features had to be reworked to adjust to this system, such as scheduling, networking, and flow control. Unlike other alternative operating systems explained in this chapter, this implementation fully committed itself to the optimistic Time Warp methodology.
The Time Warp OS is a single user system that only supports one independent process at a time. However, this process is distributed between multiple machines using a communication protocol that keeps the global state in sync. In addition, it is not possible to spawn additional processes dynamically at run time. Problems are statically split into several process at startup and then left to run until completion. More recently, TWOS has implemented some successful static and dynamic load balancing algorithms [44]. However, beyond these differences, it still behaves, and is modularly built, much like a conventional operating system. It just utilizes a different set of algorithms to perform tasks specific to PDES.

The programming model for TWOS is fairly straightforward, utilizing a simple object oriented language [11]. Each process is assigned a globally unique name and is given several routines that run at different times during execution. There are the usual initialization and termination routines, as well as message received and message query routines. Whenever the process wants to send a message to another process, it simply provides the other process’ name and the data to send. It is not necessary to open any type of port or pre-assign which processes can intercommunicate. This allows for the easiest flexibility of programming the simulation.

Individual processes have the ability to automatically roll back their own execution and messages when needed. However, this comes at the cost of having to meet the following two criteria for all programmed code:

- The process must be deterministic. This makes certain that the process will run identically when rolled back and executed again, except for potential differences in input messages.
- Dynamic allocation of variables, such as using `malloc`, must not take place. Heap storage for rollback is not enforced as it is difficult and slow. Instead, variables on each process stack are simply saved.

In order to allow for programs requiring some degree of randomness to execute, each process contains a seed which is stored on the stack and attached to rollbacks. Therefore, if a rollback occurs the pseudo-random number generator will return to the past and produce an identical sequence.

Once a simulation is programmed, it is loaded into the TWOS to execute following the special algorithms designed to work efficiently with Time Warp. For example, processes are scheduled solely based off of
which has the lowest virtual time. The process runs continuously until either the computation moves the
virtual time ahead or a rollback takes place producing a process with a lower virtual time. In addition, the
OS optimizes message queueing by placing all received and sent messages in queues in order of time stamp,
not receive or send order. It also checks for matching messages and anti-messages in the same queue to
annihilate, freeing space. TWOS also has the functionality to initiate process rollbacks due to administrative
tasks, such as the memory being full. This tool, called message sendback, allows for computations to stay in
sync when one needs more time for storage processing. Finally, the OS has special routine for determining
the GVT and committing the process states. This allows for memory to be freed up as soon as possible to
prevent process rollbacks.

Initial benchmarking of the Time Warp OS showed reasonable speedup in the processing of an set of
irregular simulations [11]. Additional work has been performed to determine its performance on a variety
of different models. For example, a combat simulation, called STB88, was tested on an increasing amount
of processors to determine scalability [45]. While it produced a speedup factor of 28.6 on a 60 processor
system, the speedup only increased to 38.5 for a 128 processor system. Further research has been performed
into limiting the amount of optimism in the system to prevent rollbacks [46]. However, these modifications
saw only minor speedups and often accidental increases in run time due to incorrect settings. This could be
likely due to the Time Warp Operating Systems’ poor performance on riskfree or conservative simulations
[47]. TWOS may provide a large amount of speedup for a certain number of cores as long as the simulation
is favorable to the optimistic model.

3.3 Musik - A Micro-Kernel for PDES

While the Time Warp Operating System attempts to perform a certain type of simulation really well, the
micro-kernel Musik, also known as µsik, provides a wider range of tools for PDES in general. Developed by
Dr. Kalyan S. Perumalla, Musik strove to provide a large amount of possible PDES optimizations that were
easily interchangeable [12]. The author states that this is similar to how great music is often composed with
many cooperating instruments, rather than just one. Not only can different types of algorithms be easily
interchanged for testing, but they can be all used on the same simulation in order to determine the best mix
to solve a problem.
Unlike TWOS, Musik is a micro-kernel rather than a full operating system. This allows for the easier addition of system services as separate external modules. In addition, this allows for multiple simulation modules to be written and interchanged without redesigning the entire PDES core. The design was based on isolating the algorithms and processes that are common to all types of PDES and only placing that minimal amount of code in the micro-kernel. These core provided services are described as follows:

- **Naming**: The system presents a method of identifying processes to one another for communication.

- **Routing**: This provides the method for routing a message from a sending process to the receiving process. Communication is performed similarly if the processes are on different machines or sharing the same CPU. Successful message routing is guaranteed.

- **Scheduling**: The system determines how to allocate CPU time for each process to most efficiently suit the simulation. It also prevents livelock and deadlock.

In order to allow for a variety of algorithms to be used, including both conservative and optimistic approaches, the event structure and scheduler is kept general. The events proceed through a series of states throughout their lifetime with the state transitions determined by the type of simulation. In addition, these events can be sent using different messaging models, such as optimistic, lazy, and non-aggressive sends, to allow for the OS model to best match the simulation. Finally, the system provides a set of GVT estimation algorithms and efficient lists and queues to suit any type of computation.

Initial testing of the Musik system showed promising results with low overhead for large amounts of processes and events [12]. In addition, simulations ran well with both solely conservative and solely optimistic algorithms, although there was a larger amount of overhead for larger numbers of processors. Mixing conservative and optimistic processes also functioned correctly, although these results did not necessarily show an application that could benefit from this mixing. Later testing on a Blue Gene supercomputer showed the system’s ability to scale with low overhead [48]. Conservative simulations were able to run with up to 16384 processors without degradation. However, the optimistic simulations topped out at 8192 processors before overhead became too large. Finally, this demonstrated the largest mixed mode computation to date with 1024 involved processors.
3.4 PDES Operating System Comparison

This thesis presents the creation of a communication interface for the llamaNET system, called llamaMPI, which provides efficient, low-latency messaging. For this reason, it is well suited to running fine-grained irregular applications, such as PDES. Chapter 5 of this thesis demonstrates the combined power of the \textsc{warped} simulator with the llamaMPI interface. Table 3.1 provides a comparison of llamaMPI combined with \textsc{warped} to two other operating systems, TWOS and Musik. The implementation and benchmarking of this new system will be given in later chapters.

<table>
<thead>
<tr>
<th>Developed By</th>
<th>Time Warp OS</th>
<th>Musik</th>
<th>llamaMPI + \textsc{warped}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Originally Developed</td>
<td>Jet Propulsion Lab</td>
<td>Kalyan S. Perumalla</td>
<td>University of Cincinnati</td>
</tr>
<tr>
<td>OS Type</td>
<td>Time Warp</td>
<td>PDES</td>
<td>\textsc{warped}</td>
</tr>
<tr>
<td>Target Simulation</td>
<td>Full OS</td>
<td>Micro-Kernel</td>
<td>Micro/Exo-Kernel</td>
</tr>
<tr>
<td>Supports Non-PDES Code</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Runs in Virtual Machine</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Interchangeable Optimizations</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Supports Mixed Mode</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Supports MPI</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Time Warp at Driver Level</td>
<td>Yes</td>
<td>Yes</td>
<td>In Development</td>
</tr>
</tbody>
</table>

Table 3.1: PDES Operating System Comparison
Chapter 4

Design and Implementation of LlamaMPI

4.1 Introduction

LlamaMPI has been developed to make adapting parallel programs into llamaOS as easy as following the MPI standard. This makes most existing MPI programs compatible with llamaOS without any source code changes. This chapter explains the decisions that led to implementing MPI and why an existing version, such as MPICH was not simply ported to llamaNET. In addition, it details the design of the core functionality, such as groups, communicators, point-to-point messaging, and collective messaging. The startup process for the entire system and individual processes is also explained, as well as the tuning parameters for different applications. Finally, a comparison of llamaMPI to MPICH, a well known implementation of MPI, is given.

4.2 Initial Development

Early in the research it was determined that some standardized system of communication would be needed to make llamaOS practical for common applications. In addition, it was determined that the NAS benchmarks would provide a thorough method of benchmarking our system. Existing implementations of the NAS benchmarks were written for MPI, OpenMP, and Java networking. Finally, the ultimate end-goal of the research was to improve the latency of fine-grained parallel applications, such as the WARPED PDES system, which used MPI as one of its communication interfaces. Therefore, MPI was chosen to be implemented or ported, as it was best suited to our application goals.
Initially the idea of porting OpenMPI or MPICH was explored, as it is often better to use an existing solution than spend time implementing something completely new. However, it was eventually determined that porting would not be the best option for the following reasons:

- LlamaOS does not currently provide threading support. Mainstream versions rely on separate manager processes from the main process to actually control the message flow.
- The initialization code would need to be reimplemented to allow for processes to be started with an encapsulating virtual machine for each one.
- An additional module would need to be added to the networking protocol to support communication. This would require understanding how to add an additional device, which itself is an undertaking [49].
- Other implementations often sacrificed latency for bandwidth or functionality.

For these reasons it was appropriate to instead explore implementing a version of MPI specifically for llamaOS. That way it could also be optimized specifically for latency and operate in the same process as the main program. This new implementation of MPI, called llamaMPI, is detailed in the remainder of this chapter.

### 4.3 Groups and Communicators

One important concept within MPI is the ability to subdivide sets of nodes into smaller and smaller groups. In addition, when each of these groups send messages between each other over a communicator they should not interfere. This allows for the creation of reusable library functions, because they are guaranteed to not have any effect on the rest of the system. LlamaMPI fully provides this isolation and implements the core functionality of groups and communicators.

#### 4.3.1 Groups

LlamaMPI provides all the basic functions of groups, as well as some more advanced ones. For example, it is possible to create groups through the union, intersection, or difference of two pre-existing groups. In addition, groups can be compared with each other and have their ranks translated. Unlike common
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Figure 4.1: LlamaMPI Accessing Groups Via Tags

<table>
<thead>
<tr>
<th>Base LlamaMPI Calls</th>
<th>API Code</th>
<th>iGroup Class Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Create a Group</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPI_Group_union</td>
<td>Allocate new iGroup</td>
<td>Constructor</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Id = getNextId()</td>
</tr>
<tr>
<td></td>
<td></td>
<td>groupMap[id] = this</td>
</tr>
<tr>
<td></td>
<td>Return new Id assigned</td>
<td></td>
</tr>
<tr>
<td><strong>Access the Group Size</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPI_Group_rank</td>
<td>groupMap[id]-&gt;getSize()</td>
<td>getSize</td>
</tr>
<tr>
<td></td>
<td>Indirect set size to value</td>
<td>Return size value</td>
</tr>
<tr>
<td><strong>Free the Group</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPI_Group_free</td>
<td>delete groupMap[id]</td>
<td>Destructor</td>
</tr>
<tr>
<td></td>
<td>Indirect set Id to NULL</td>
<td>groupMap.erase(id)</td>
</tr>
</tbody>
</table>
implementations of MPI, llamaMPI does not keep track of group garbage keeping automatically and requires one object for each instantiation. This simpler implementation should ideally keep overhead low.

Figure 4.1 demonstrates the process of creating, accessing and destroying a group. This begins at the application level with a call to `MPI_Group_union` which merges together two other groups. This process creates a new iGroup object, which contains all the functionality and data related to the new group. Next, it is necessary to map the iGroup object pointer to a unique integer ID to meet the MPI standard. Once an ID is determined, the key value pair is added to the global map and the ID is returned to the application level. From there forward, the program can access the group by simply using the ID key in the map and then dereferencing the pointer. This is demonstrated with accessing the group size. Finally, when it becomes necessary to free the group from memory, the key map pair can be dereferenced and deleted. The destructor will then erase the ID from the global map and change the returned ID to `MPI_GROUP_NULL`. This method of mapping an integer to an object pointer is common in the rest of the llamaMPI implementation.

### 4.3.2 Communicators

While groups provide llamaMPI with the necessary ability to divide nodes of a computation into separate sections, it is their attached communicators that allow them to send messages. The basic communicator, `MPI_COMM_WORLD`, allows for all nodes to communicate with one another. Upon initialization each node is assigned a world rank which defines its rank within `MPI_COMM_WORLD`. Any other communicator rank is defined from this initial rank. Each communicator consists of an internal group to keep track of which world ranks can communicate with which. Most of the MPI standard is fully implemented in llamaMPI, with the exception of intracommunicators. Only the intercommunicator type was implemented to provide simplicity and given time constraints.

An important property of communicators is that they can be accessed with a unique integer ID, that unlike group IDs, needs to be common between nodes within the communicator. This requires for there to be some form of consensus reached by involved nodes in the base communicator involved in creation. This process is outline in Figure 4.2 and uses the `MPI_Allreduce` function explained later in Section (4.5). Because a new communicator must be created from an existing one, the only nodes that must come to a consensus are those in the existing communicator. Furthermore, because this ID will be used later
in the receive function to filter messages by communicator, it is necessary that the ID be unique within the existing communicator. This works by assigning all nodes a global nextId value for communicators. When determining an ID for a new communicator, the value will be chosen as the maximum value within the formative communicator. In addition, all nodes that join the new communicator will increase their nextId value by one. This should ensure that IDs remain unique within each communicator, but allow for the quick consensus to be reached.

Figure 4.2: LlamaMPI Communicator ID Assignment
4.4 Point-to-Point Functionality

At the core of llamaMPI’s library is a basic send and receive functionality. All higher level communication routines are based around these methods. It order to be compliant with the MPI standard, messages sent within separate communicators or with separate tags must be kept independent. Furthermore, messages read from separate sources should be able to be retrieved in any order without disrupting the other messages. In addition, the application needs a way of detecting messages without actually copying them into a buffer, called probing. The system also must have the ability to perform all these functions in a non-blocking manner using requests. Finally, llamaMPI must be able to break larger messages into smaller chunks to meet sizing constraints of the underlying hardware.

4.4.1 Sending, Receiving, and Probing

The first communication functionality implemented in llamaMPI was the basic send and blocking receive methods. Sends were implemented in the most simplistic way by just immediately calling the underlying llamaNET send function after requesting a shared buffer. The receive function was more complicated, as it required all messages to be stored until retrieval by a particular communicator, tag, source combination. In order to accomplish this, a set of mapped by communicator linked listed were created. The mapping completely ensured that messages from different communicators would be completely independent. In addition, the linked lists make sure that messages are retrieved relative to the same order they were received into the system. The following enumerates the steps associated with sending a message from one machine and receiving it on another, as depicted in Figure 4.3.

**Sending a Message:**

1. In order to send a message, first request a shared tx buffer space from the llamaNET driver.

2. Next, copy the message into the acquired buffer and finalize it, allowing it to send.

**Receiving a Message:**

1. In order to receive a message, first pull any already received parts of the matching message out of the receive queue and into the buffer.
Figure 4.3: LlamaMPI Send/Receive Implementation
2. Next, check to see if all parts of the message have been received. If so, then exit.


4. Check to see if the new message matches the desired message. If not, then place it in the matching queue and return to step 2. If the message matches, then place the new part in the receive buffer and return to step 2. Either way, return the utilized buffer to the llamaNET driver after use.

This method achieves the desired goal of message isolation, filtering by source and tag, and placing them in separate rx queues to be received out of order. In addition, messages can be received in many separate chunks and stored in the queues, allowing for llamaMPI to simulate whatever packet size is needed, even if it exceeds the hardware limitation.

However, this only demonstrates one of the four ways to receive or probe a message. Figure 4.5 shows all the possible permutations of the blocking/non-blocking receive/probe and shows their implemented algorithm as a flow chart. Figure 4.4 is the associated key for interpreting the flow charts. The main difference between a receive and a probe is that a probe never actually copies the message out into a buffer. Instead it stores all incoming messages into their matching queues and returns if/when a messages is fully received into the queue. This could allow the application to receive a message of unknown size by first waiting to determine its size before copying into a buffer. Blocking routines on the other hand do not return until the matching message is fully received or probed. Non-blocking messages will always immediately return with a flag which marks whether or not the message is complete.
Figure 4.5: LlamaMPI Receive/Probe Blocking/Non-Blocking Flow Charts
4.4.2 Completing Requests with Wait and Test

LlamaMPI applications do not have direct control over the non-blocking receipt of messages. Instead, this is accomplished through the use of a system of requests, which are passed between routines. The process begins when the application calls either the `MPI_Isend` or `MPI_Irecv` function and a request is created with a unique integer ID. Unlike the blocking send and receive functions, these non-blocking versions do not necessarily complete until a matching wait or test method is called with the request. Because sends are all non-blocking in the underlying implementation all messages are immediately sent, although it is still necessary to complete the request. However, non-blocking receives are not processed until completed. The generated request keeps track of all the related message information, such as receive buffer and message size. When the function `MPI_Wait` is called on a request, the program halts until the full message is received. This essentially reproduces the functionality of a blocking receive. On the other hand, the function `MPI_Test` will just check to see if a message is complete and return either way with a status flag.

In addition to the basic request completing functions `MPI_Wait` and `MPI_Test` there are a variety of other methods that allow for the completion of a group of messages. These functions wait or test that either all, any, or some of the request have completed. All possible combinations of these functions were implemented and are described in Table 4.1. For example, if an application is expecting a multitude of messages that will be received in an unpredictable order for which the program needs to block, the function `MPI_Waitall` would be of use. Another possibility would be for the program to block until just one of the requests is complete, using the `MPI_Waitany` function. A more general function, `MPI_Testsome`, simply checks the buffers of each pending request and returns those messages that are complete, if any. Refer to the table for a description of the other versions of the functions.

<table>
<thead>
<tr>
<th>MPI Function</th>
<th>No Requests Complete</th>
<th>Some Requests Complete</th>
<th>All Requests Complete</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>MPI_Waitall</code></td>
<td>Block</td>
<td>Block</td>
<td>Return</td>
</tr>
<tr>
<td><code>MPI_Waitany</code></td>
<td>Block</td>
<td>Return lowest complete index</td>
<td>Return lowest index</td>
</tr>
<tr>
<td><code>MPI_Waitsome</code></td>
<td>Block</td>
<td>Return all complete indices</td>
<td>Return all indices</td>
</tr>
<tr>
<td><code>MPI_Testall</code></td>
<td>Return flag = FALSE</td>
<td>Return flag = FALSE</td>
<td>Return flag = TRUE</td>
</tr>
<tr>
<td><code>MPI_Testany</code></td>
<td>Return flag = FALSE</td>
<td>Return lowest complete index*</td>
<td>Return lowest index*</td>
</tr>
<tr>
<td><code>MPI_Testsome</code></td>
<td>Return flag = FALSE</td>
<td>Return all complete indices</td>
<td>Return all indices</td>
</tr>
</tbody>
</table>

* Also returns flag = TRUE

Table 4.1: LlamaMPI Wait and Test Calls
4.5 Collective Functionality

Another important facet of the MPI standard that builds upon simple point-to-point messaging is collective messaging. This category of functions deals with those that simultaneously involve every node in a communicator. They can be useful for abbreviating algorithms that perform commonly used methods, such as process synchronization. In addition, these pre-existing algorithms should shorten application development time. These algorithms are explained and displayed in the remainder of this section. Unlike common versions of MPI, the more complex functions ending in ”v”, such as MPI_Gatherv, were not implemented except for MPI_Alltoallv. This was mainly a factor of time, with implementing only those functions specifically needed for common applications. The remainder of this section will briefly describe the implementation of each collective function.

4.5.1 Broadcast

The broadcast function MPI_Bcast, depicted in Figure 4.6, sends a copy of a message to every node within a communicator. One central node is designated the root node that performs all of the sends. Due to time constraints and to make implementation simpler, the algorithm simply sends out the messages to each node in a linear fashion. While this could have been improved by having hardware aware code, it was instead chosen to implement the function entirely off of lower level send and receive functionality already in place. One common case optimization was implemented for a broadcast to all nodes within the MPI_COMM_WORLD communicator by simply using the hardware broadcast message. However, more care would need to be taken for broadcasts within subset communicators.

![Figure 4.6: LlamaMPI Collective Function MPI_Bcast](image)

4.5.2 Barrier

During parallel program execution it is often necessary to sync the separate nodes in order to correctly meet timing requirements. This can be accomplished in llamaMPI through use of the MPI_Barrier function,
depicted in Figure 4.7, which waits until all nodes in a communicator calls it before proceeding. Because this method does not actually deal with passing data at the higher level, the values passed do not actually matter. The function works by waiting for all other nodes to send node 0 within a communicator a dummy value. At this point node 0 broadcasts a dummy value to all other nodes to tell them to proceed.

![Figure 4.7: LlamaMPI Collective Function MPI_Barrier](image)

### 4.5.3 Scatter and Gather

Another set of collective functions used in the splitting and rejoining of data for parallel processing are the scatter/gather routines, depicted in Figure 4.8. **MPI_Scatter** takes a buffer on a root node and splits it evenly throughout the communicator using individual send and receives. The function **MPI_Gather** performs the inverse by collecting individual messages from smaller buffers on each node in a communicator into a larger buffer on the root node. In both cases the larger buffer is equal to the size of the smaller buffer multiplied by the size of the communicator. Finally, the function **MPI_Gatherall** performs the same function as **MPI_Gather** but then broadcasts the resulting large buffer to all nodes.

![Figure 4.8: LlamaMPI Collective Functions MPI_Scatter, MPI_Gather, and MPI_Gatherall](image)
4.5.4 Reduce

Often it is beneficial to have llamaMPI actually perform certain simple calculations on the data as it gathers back together. These are the reduce sets of functions, which can perform a variety of operations on the data while collecting together messages from all nodes. It is important to note that all implemented operations obey the commutative property, meaning that they can be performed in any order and the result can just be stored in a cumulative receive buffer. The function `MPI_Reduce` first begins by copying the data on the root node into the cumulative buffer. Following that, all nodes linearly send their buffers to the root node to be incremented into the buffer. All of these separate functions with separate data types is implemented through a series of templated files. Another function, `MPI_Allreduce`, is implemented by first calling `MPI_Reduce` and then broadcasting the results out to all nodes. Both these functions are shown in Figure 4.9 with a simple `SUM` operation. The variety of operations available and the data types supported by each are depicted in Table 4.2. Common versions of MPI can support the addition of custom operations. However, this seemed excessive to implement for llamaMPI, at this time.

```
<table>
<thead>
<tr>
<th>Reduce Operation</th>
<th>Supported C Data Types</th>
<th>Supported FORTRAN Data Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAX, MIN</td>
<td>Character, Byte, Integer, Float</td>
<td>Character, Byte, Integer, Float</td>
</tr>
<tr>
<td>SUM, PROD</td>
<td>Character, Byte, Integer, Float, Complex</td>
<td>Character, Byte, Integer, Float</td>
</tr>
<tr>
<td>LAND, LOR, LXOR</td>
<td>Character, Byte, Integer</td>
<td>Byte, Logical</td>
</tr>
<tr>
<td>BAND, BOR, BXOR</td>
<td>Character, Byte, Integer</td>
<td>Character, Byte, Integer</td>
</tr>
<tr>
<td>MAXLOC, MINLOC</td>
<td>Integer+Integer, Float+Integer</td>
<td>Integer+Integer, Float+Float</td>
</tr>
</tbody>
</table>
```

Table 4.2: LlamaMPI Reduce Operations and their Supported Types
4.5.5 All to All

The final collective function is \texttt{MPI\_Alltoall}, which is depicted in Figure 4.10. This function essentially transposes the data buffers between all the nodes of a communicator. All nodes divide their tx buffers into portions in number equal to the size of the communicator. The first node then splits out its tx buffer sending each part to the first part of the appropriate node’s rx buffer. The second node follows suit, splitting out its tx buffer and sending each part to the second part of the appropriate node’s rx buffer. This continues until all nodes have split out their data in a similar manner. This function can be further complicated through the use of the \texttt{MPI\_Alltoallv} method (not depicted), which varies the splitting locations for the tx and rx buffers. All of this functionality is efficiently accomplished through the use of low level send and receive calls.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.10.png}
\caption{LlamaMPI Collective Function \texttt{MPI\_Alltoall}}
\end{figure}

4.6 Process Initialization

Even though it is not present in the MPI standard, it is necessary to describe a method of initialization for the llamaMPI processes. This is first achieved by distributing the processes throughout the cluster using a set of Bash scripts. These launch the binaries using SSH and then return data from their output. Next, each node is passed the MAC addresses to all other machines and a unique rank. Finally, all nodes must fully initialize and synchronize before continuing with the application.

4.6.1 Scripts

In order to keep the startup routine simple and flexible, a series of Bash scripts are used to initialize all nodes. Figure 4.11 and the following list describes the necessary steps to prepare Xen for a system of llamaNET nodes operating llamaMPI:
1. It is first necessary to remove any previous instances of llamaNET drivers and llamaNET apps.

2. Next, initialize the llamaNET drivers on each separate machine using SSH.

3. Because llamaNET communication relies on MAC addresses, collect them from each machine using SSH.

4. Create configuration files that contain information on rank, assigned CPU, allocated memory size, and the MAC addresses to each machine. Distribute one of these unique configuration files to each machine node using SCP.

5. Using SSH, start all application nodes between node 0 and node N-2.

Figure 4.11: LlamaMPI Initialization Script
6. Using SSH, start the final application node after a small delay to make certain the other ones have been already initialized.

7. Finally, read the output from the root process node 0 over SSH by attaching to its console.

4.6.2 Startup Code

When an individual node begins it calls `MPI_Init` and executes a series of initialization functions to start the system. First, extract the process’ world rank and all other node’s MAC addresses from the configuration file. This will allow for the node to form a host table with a MAC address associated with each rank, used in send and receive functions. In addition, the code creates the default groups and communicators, including `MPI_COMM_WORLD`. Next, initialize the llamaNET library to allow for networking. Finally, make sure that all processes start their main code simultaneously, following the process illustrated in Figure 4.12. It begins by waiting for a broadcast from the final nodes. Root node 0 then executes a barrier to ensure that all nodes are synchronized.
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Figure 4.12: LlamaMPI Initialization Syncronization

1.) Broadcast to all from node N-1

2.) Wait for message from all others on node 0

3.) Broadcast to all from node 0

Figure 4.12: LlamaMPI Initialization Syncronization
4.7 Additional Optimizations and Tuning

Throughout the development of llamaMPI a variety of features were added to the system in an attempt to both optimize applications and prevent deadlock. However, while some of these features could help under certain circumstances, other times they could hinder a different benchmark’s performance. For this reason, the following options were allowed to be determined at compile time using a set of definitions in the global header:

- **Rx Before Tx**: Makes sure that all messages are received from the hardware buffer before attempting to send new ones. This decreases the occurrence of deadlock under some circumstances, especially when all nodes use collective operations to send large messages to one another before receiving. However, this can produce a decrease in performance, as it can cause the nodes to become unsynchronized.

- **Collective Barrier**: This option ensures that all collective operations wait until all nodes in a communicator are synchronized to begin their operations, potentially reducing the occurrence of deadlock. However, this can cause inefficiencies in the program execution, as all nodes are asked to wait for the slowest node to continue, wasting time.

- **Hardware Broadcast**: Enabling this option allows for the optimization of using hardware broadcasts for messages meant for all nodes. This option only has a slight drawback of a small amount of additional logic to detect the broadcast messages. It is exposed as an option in case the cluster on which the llamaMPI is running does not support hardware broadcast. This could be the case if the router blocks all of these types of messages.

- **Max Packet Size**: This option is used to express the largest packet size supported by the underlying communication implementation hardware. Bigger is nearly always better, as it allows for large messages to be broken into fewer chunks. One example of this option would be whether or not Ethernet jumbo frames are supported on a network.

- **Ethernet Flow Control**: This set of options contained in the llamaNET driver startup code directly affects the performance of llamaMPI. For example, it determines how long the hardware receive buffer waits before sending out a halt message to other nodes, telling them to temporarily stop sends.
In addition, these options determine how long these halts last. If the settings are too conservative the performance will suffer. However, a riskier approach could result in deadlock. Finding the correct balance of these settings can mean the difference between a program that cannot run at all and one that runs unbearably slow.

4.8 Comparison with MPICH

This final section explains the main differences between llamaMPI and MPICH, a currently popular implementation of MPI used on clusters running conventional operating systems. It is especially important to understand the differences in MPICH, as it is used for all of the native benchmark comparison tests given later in the results chapter.

4.8.1 Installation

MPICH is installed within a conventional operating system using the normal makefile methods [50]. It is often most convenient to do this across a shared file system so that binaries are accessible in the same location across a cluster. In contrast, llamaMPI is built directly into llamaOS as a supporting static library, depending on many of the other libraries created during the make process. It is intended to only be run inside virtual machine nodes as a llamaNET application.

4.8.2 Compilation

The special compiler commands mpicc, mpif77, and mpif90 are used to compile MPICH applications [51]. This easily allows for the program to build in all the necessary libraries and features needed for a certain environment. On the other hand, llamaMPI applications are built in the same makefile system as the llamaMPI library itself. Because they are statically linked, each application contains the entirety of the MPI code.

4.8.3 Initialization

In order to start a MPICH application the command mpirun or mpiexec is used to distribute the processes throughout the system [7]. This utilizes a machine file, designated by the user with the host names of each physical machine, to launch all processes over SSH. Launching processes in llamaMPI actually involves
the creation and synchronization of many virtual machine nodes across physical machines, as outlined in Section 4.6.

4.8.4 Portability

A central goal of the MPICH project was to also create a highly portable implementation of MPI. For this reason, it was built in a modular manor, using the abstract device interface (ADI) to allow for the addition of new hardware dependant subsystems [7]. Taking the opposite approach, llamaMPI was specifically designed and optimized to be run on the llamaNET system. However, most of the hardware dependant files are isolated to a few files. For example, collective functions are hierarchically constructed to rely on pre-existing low level send and receive functions. Finally, as explained in Section 2.3, the development of additional network drivers is as easy as the development of application code.

4.8.5 Process Managers

MPICH relies on a series of external process managers and daemons running in separate threads to coordinate much of an application’s activity [52]. For example, there is a job scheduler to determine which resources to use during a program’s execution. The process manager also exposes a parallel library which facilitates communication between processes. Because llamaOS does not support separate threads, all functionality for llamaMPI is built directly into the application code. While this has the potential to decrease the potential latency from interacting with another thread, it raises some buffering issues. For example, a program does not actually pull data from the driver until the MPI_Recv function is called. If programs send a large amount of data before receiving anything the buffers may overflow and cause a program crash. This could eventually be fixed by implementing a background thread that pulls messages from the driver regularly.

4.8.6 Collective Operation Optimization

The implementation of MPICH has a multitude of optimizations for collective operations [30]. Studies have been performed to correctly balance the method of message distribution (linear vs. binary tree). In addition, because it utilizes separate resource manager threads, it has the ability to adapt collective algorithms to its
needs over time. While llamaMPI also implements some of these optimizations, due to time constraints, further optimization could be warranted. Basic optimizations, such as a hardware broadcast, have already been introduced into the system.

4.8.7 MPI-2 Features

LlamaMPI was mainly built to be compatible with most MPI-1 functionality. However, MPICH has additional features taken from the more recent MPI-2 standard [53]. For example, it supports dynamic process allocation and management at run time. In addition, collective operations have been implemented in an asynchronous manor to allow for nodes to complete their part and not waste time waiting for others. Finally, real time systems are further supported with the addition of priority-based messaging. Despite these absent features, llamaMPI supports the wide range of programs that just use the base MPI standard.
Chapter 5

Applications

5.1 Introduction

When the research presented in this thesis began, the only benchmarking that had been performed on the llamaOS system was just a simple ping-pong latency and bandwidth test. While this showed promising numbers to encourage further development, much more testing was warranted. For this reason, an additional goal of this research was to build a set of applications for llamaOS to more thoroughly test the system. The NAS Parallel Benchmarks proved to have enough variety to test both the computational and communication capabilities of the system. Finally, with the decrease in networking latency, it was predicted that the performance of fine-grained PDES computations, such as WARPED would perform well in the system. This chapter deals with the process of integrating both of these applications into the llamaOS and llamaMPI systems.

5.2 LlamaOS Improvements

While llamaOS provided a great foundation upon which to construct a low latency parallel programming interface, a few changes needed to be made at the driver level to allow applications to run optimally. For example, additional buffering needed to be added to the network driver to allow for larger messages to be sent. In addition, the programs needed an efficient method to import data from an existing file system. This section shows these two main changes to the llamaNET driver and the file system management.
When initial testing of llamaNET began with the NetPIPE benchmark, only small messages were sent in a very regular ping-pong pattern. This required only minimal buffering at the hardware and software levels. However, when expanding to more irregular applications with larger messages, such as those featured in this chapter, it became necessary to improve the buffering method used in the driver. Initial tests of the NAS Parallel Benchmarks would not even complete because they dropped messages in transit to other nodes when the buffers overflowed. This was somewhat fixed when a hardware feature of Ethernet was implemented, essentially sending out a broadcast distress signal from a machine whose buffer was almost full. This stopped all other machines from sending messages over the network to allow time for the almost full machine to process its messages. However, this did not necessary prevent messages from being dropped, as messages already in the send queue of a NIC were sent, despite the distress message. In addition, the time when the distress message was in effect greatly wasted network latency and bandwidth by blocking all messages from being sent.

Due to this inefficiency, research was then moved to expanding the llamaNET software shared receive buffers to allow for more time before the hardware ones filled to the point of distress. This original driver model is depicted in Figure 5.1. However, Xen limited the amount of shared 4kB pages of memory to around
twelve thousand, which was still not enough for some of the larger collective messages in the applications. For this reason, an additional auxiliary buffer was dynamically allocated inside the llamaNET driver program space, as depicted in Figure 5.2. While this slightly increased the latency with an additional copy, it allowed for almost any reasonably sized application to complete. In addition, this latency increase is rather small because almost all memory copies are now accelerated in hardware using DMA. Finally, because the auxiliary buffer is dynamically allocated, it can be expanded on an application by application basis by increasing the amount of memory allocated to the driver by Xen.

### 5.2.2 LlamaOS File Management

Another feature that needed to be added to llamaOS to run more advanced applications was some sort of file system. When development began on llamaMPI there was no file management present in the operating system. This limited application development, as all configuration details either had to be passed to the program through the command line parameters or built directly into the binary. In addition, there was a size limit on the number of characters able to be passed to a program over the command line arguments, meaning that the host table passed to llamaMPI was limited to only about four machines.

Because it would likely take quite an effort to implement a full file system, a temporary solution was developed to allow for configuration files to be easily passed to the applications. To achieve this, a simple single file system was created that allowed one file to be placed per virtual disk. The file would then just be accessed by its name using the standard library file I/O interface. These files were enumerated and assigned to unique disks in the Xen startup config files. Even though this provided a basic interface to allow for the importing of configuration files, it had the following limitations:

- All files must be statically declared and are loaded into memory at startup.
- Files are read-only and new ones cannot be created.
- It is a completely flat file system without directories.
- Files have to be padded to 512 byte segments.
5.3 NAS Parallel Benchmarks

The NAS Parallel Benchmarks were chosen to test a variety of different parts of the system. As explained in Section 2.5, the suite contains several benchmarks ranging from those that are computationally heavy, to those that require heavy communication bandwidth. It should be noted, however, that none of the benchmarks particularly benefit from having lower network latency. Instead, they test a wide range of MPI collective and point-to-point communications.

The version of the benchmarks used for the tests found in this thesis was NPB3.2-MPI. This allowed for easy compilation with the existing llamaMPI system. The only slight alteration that had to be made was in the makefile system in order to build each of the benchmarks individually. In addition, a parameter file was included to allow for different sizes and classes of the benchmarks to be interchanged equally. Each build of the llamaOS system just created one size and class version of each benchmark.

Of the nine potential benchmarks, seven were chosen to be used in tests. The first one that was chosen to be excluded was the BT benchmark, as it required a large amount of file system I/O to run correctly. Because the new file system could only statically read files during the program startup, this benchmark was determined to not be suitable for our system. In addition, the DT benchmark solely tested bulk data transfer and required an increasing number of nodes for each class test. These large data transfers are still not suitable for our system, even after the driver update, and can result in the benchmark crashing. Furthermore, DT has a completely different test pattern than the other benchmarks, as the number of nodes is completely determined by the class. Finally, it was determined that the more hybrid communication and computation tests would provide more information about the system than a singularly communicational one.

5.4 WARPED

The WARPED parallel discrete simulator was chosen as a case study for llamaMPI to determine the effectiveness of the decreased system latency. Because WARPED often contains simulations with many fine-grained processing steps, the lower latency of the networking system in llamaNET should greatly improve performance. In addition, because llamaOS contains bare-minimum optimized operating system calls, some of the computational sections of the code should be made even more efficient.
In order to perform the experiments shown in this thesis, the most recent version of WARPED was cloned from its Git repository, at github.com/wilseypa/pdes. The compilation of the applications again proved straightforward, as one of the supported communication protocols was MPI. However, it was necessary to remove some currently unsupported features in llamaOS from the WARPED source code, such as threads, TCP/IP communication, and the logging of progress through file I/O. In addition, it was necessary to use the new single file system to import the WARPED and simulation configurations. Finally, the makefile system had to be altered to support the building of three separate binaries for each simulation, namely PHOLD, RAID, and SMMP, explained in the remainder of this section.

### 5.4.1 PHOLD

The PHOLD simulation model contains a predetermined number of processes that send events to one another. It is a purely abstract model used to test PDES systems that does not really have a physical equivalent. Once the simulation begins, the processes begin sending messages to each other with messages having randomly assigned destinations and timestamps during which to be sent, as depicted in Figure 5.3. The user has the ability to completely configure the random distribution, the number of the messages to be sent, and the connectedness of the processes. An increased connectivity results in a larger amount of rollbacks.

![Figure 5.3: PHOLD Simulation Example Setup](image-url)
5.4.2 RAID

Redundant Array of Independent Disks (RAID) is used to connect a set of hard drives together to increase the security and speed of the drives through shared data. The RAID model defined in WARPED simulates a level 5 RAID system. The PDES logic processes are divided between the request source processes, RAID controlled, and the hard disk drives, as depicted in Figure 5.4. The sources create request messages that are sent to a particular RAID controller, which then forwards the request to a specific disk. The disk then returns a data message back to the original source. Because RAID controllers can have multiple sources and destination disks, and disks can have multiple data destination files, this results in a highly connected simulation. This results in a simulation containing many rollbacks and very much effected by latency.

![Figure 5.4: RAID Simulation Example Setup](image)

5.4.3 SMMP

The final simulation, SMMP, models a shared memory multiprocessor system. Like most modern multiprocessors, each CPU contains its own individual cache memory, as well as having access to a central shared main memory, as depicted in Figure 5.5. The processor makes a request to the memory system that is either fulfilled by the cache or results in a cache miss and has to go to the main memory. The user is allowed to configure the number of memory requests to be made, the percent of time that a cache miss occurs, and
the number of processors and caches. Most memory requests can be fulfilled without actually using the communication system. However, during all cache misses, it is necessary to communicate with the main memory, which is connected to all processes and may result in a rollback. Because of this, the amount of rollbacks is directly related to the percent of cache misses chosen by the user.

Figure 5.5: SMMP Simulation Example Setup
Chapter 6

Performance Analysis

6.1 Introduction

This chapter gives the analysis performed on the new llamaMPI system through the NAS Parallel Benchmarks and the WARPED parallel discrete event simulator. It describes the particular llamaMPI parameters used for every simulation, as well as the hardware test setups on which they were performed. The results sections are split between the two major applications and then further divided by the hardware on which they were performed. It should be noted that scripts were designed and used to run all test sets to reduce possible user error.

6.2 Hardware Setups

The experiments detailed in this chapter were run on two different hardware platforms. Setup 1, shown in Table 6.1, contains only two nodes. They both contain extremely strong specifications, with eight core processors and 16GB of memory. On the other hand, Setup 2 is a larger Beowulf cluster with 20 nodes available for testing, as shown in Table 6.2. However, each individual machine has much lower specifications than in Setup 1, with two separate dual core processors running at lower clock rates and 4GB of memory.

The use of two different setups for the tests provides three advantages. Firstly, it shows the ease with which the llamaMPI system can be ported between different hardware platforms. In addition, it allows for the results to demonstrate that llamaMPI can run successfully on a variety of hardware platforms. Finally,
it is desirable to run tests that both utilize many processes on a single machine and use many processes overall. Each application node takes up a decent amount of memory, so it is difficult to run more than one node per physical machine in Setup 2, due to its restrictive memory size. However, Setup 1 is the opposite with a restrictive number of machines with high memory. Because of this, tests aimed at using multiple nodes per machine are performed on Setup 1, while tests using individual processes across many machines are performed on Setup 2.

### 6.3 LlamaMPI Parameters

The llamaMPI parameters, as defined in Section 4.7, are given below in Table 6.3. These were used universally for all tests and only differed in packet size between hardware setups. Overall, the settings were chosen to minimize latency to the hardware’s best ability. This was the main reason for turning off the Rx Before Tx and Collective Barrier options, as they increase latency. Hardware Broadcast was left off as it was not supported on Setup 2 and Setup 1 was kept consistent. Jumbo Ethernet frames were not supported on Setup two, so a smaller packet size was used. The Ethernet flow control was chosen to not be too conservative to affect latency, but to allow for the benchmarks to complete. Ideally the new auxiliary buffer in the driver should prevent the distress signal from occurring too frequently, if ever. Finally, a large amount of memory

<table>
<thead>
<tr>
<th>Processor</th>
<th>AMD FX-8120 eight cores at 3.10GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motherboard</td>
<td>Gigabyte GA-990FXA-UD5</td>
</tr>
<tr>
<td>Memory</td>
<td>16GB RAM</td>
</tr>
<tr>
<td>Network Card</td>
<td>Intel Gigabit PCIe 82574</td>
</tr>
<tr>
<td>Network Switch</td>
<td>Netgear Prosafe GS108T</td>
</tr>
<tr>
<td>Dom® Operating System</td>
<td>Gentoo Linux 3.8.13</td>
</tr>
<tr>
<td>Xen Version</td>
<td>4.2.0</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Setup 1: 2 Nodes with Large RAM and High CPU Performance

<table>
<thead>
<tr>
<th>Processor</th>
<th>(x2) Intel Xeon CPU 5130 dual cores at 2.00GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motherboard</td>
<td>ASUSTek DSBV-DX/SAS</td>
</tr>
<tr>
<td>Memory</td>
<td>4GB RAM</td>
</tr>
<tr>
<td>Network Card</td>
<td>Intel Gigabit 80003ES2LAN</td>
</tr>
<tr>
<td>Network Switch</td>
<td>HP ProCurve Switch 2800 Series</td>
</tr>
<tr>
<td>Dom® Operating System</td>
<td>Ubuntu Linux 12.10</td>
</tr>
<tr>
<td>Xen Version</td>
<td>4.2.0</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2: Setup 2: 20 Node Beowulf Cluster
was allocated to the driver to support the auxiliary buffer, leaving enough RAM to allow for all types of applications to run alongside it.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rx Before Tx</td>
<td>Off</td>
</tr>
<tr>
<td>Collective Barrier</td>
<td>Off</td>
</tr>
<tr>
<td>Hardware Broadcast</td>
<td>Off</td>
</tr>
<tr>
<td>Max Packet Size (Setup 1)</td>
<td>4032 Bytes</td>
</tr>
<tr>
<td>Max Packet Size (Setup 2)</td>
<td>1436 Bytes</td>
</tr>
<tr>
<td>Ethernet Flow Control</td>
<td>20kB Threshold</td>
</tr>
<tr>
<td>Driver Memory</td>
<td>1 Gigabyte</td>
</tr>
<tr>
<td>App Memory</td>
<td>2 Gigabytes</td>
</tr>
</tbody>
</table>

Table 6.3: LlamaMPI Test Parameters

6.4 NAS Parallel Benchmarks

As explained in previous chapters, the NAS Parallel Benchmarks were chosen to test a variety of features in the llamaMPI system. Some of the benchmarks depend heavily on network performance, while others rely more on computational speed. In addition, the more network heavy ones can vary between using point-to-point communication or collective functions. However, the messages sent are often very large in size and therefore often depend more on bandwidth than latency. Because llamaNET only performs at native bandwidth levels, it is expected that the results will show about equal performance against native. These benchmarks are still beneficial to perform, as they perform a self-check at the end to verify their results. This allows for the NAS Benchmarks to essentially be used as a way to verify the correctness of llamaMPI.

6.4.1 Benchmark Parameters

The NAS Parallel Benchmarks are required to be recompiled for every different size and class variation. This means that configuration of the benchmarks is entirely performed at compile time and relies on the makefile parameter definition file. Although it is also possible to load each benchmark with a certain set of data, it was instead determined that the compiled in defaults would be used. This seemed to provide a more standard and easy to perform test, given the early absence of a file system in llamaOS. The selected sizes and classes for each benchmark are clearly shown next to every test in the results tables.
As predicted, the NAS Benchmarks mostly performed at close to native times, as shown in Table 6.4. The tests shown were run on setup 1, which allowed for multiple processes to be run on each physical machine. Because the benchmarks all send large amounts of data, the total number of processes was kept fairly small (2 or 4). For each benchmark and size combination, an attempt was made to increase the class size all the way to size C. While this was possible for a few, many benchmarks were not able to run with the great increase in message sizes, causing buffers to overflow and the program to run out of memory. All tests evenly divide the number of nodes between the two machines.

Table 6.4: NAS Parallel Benchmarks Results on Setup 1
A detailed explanation of each benchmark result is given below:

- **CG**: This benchmark experienced the largest amount of speedup when ported to llamaMPI, with cg.C.4 running with 117.1% native Mop/s. In addition, the system was able to handle class C with 4 nodes and class B with 2 nodes. This is likely due to the communicational structure of the cg benchmark, which relied on irregular long distance communication that benefits from lower latency.

- **EP**: The embarrassingly parallel benchmark had a slight amount of improvement, with the ep.C.2 test completing in 97.7% the time of native. In addition, it was able to reach class C with 2 nodes and class B with 4. As this test purely tested computational power, it was expected to see little improvement. The slight runtime decrease is likely due to the more efficiently optimized operating system calls.

- **FT**: The Fourier transform benchmark mainly relied of bulk data transfers and performed slightly worse on llamaMPI, with 93.7% the Mop/s in the ft.2.A test. This was likely due to not fully optimized collective functions and would likely improve with algorithm changes. In addition, it was only able to complete the test at class A. This is reflective of the issues of bulk data transfers still present in the system.

- **IS**: The integer sort benchmark also relied heavily on large collective data transfers and saw the worst performance. The is.B.2 test resulted in a run time that was 132.0% that of native. As with the FT benchmark, this was likely due to poor collective functionality and the handling of bulk transfers. It was also only able to reach class W with 4 processes, but class B with 2 processes. This likely points to the large amount of data that needed to be passed between the nodes, often overflowing the buffers.

- **LU**: This benchmark experienced results close to native, with lu.A.2 completing in 98.8% the amount of time. This is most likely due to the balanced nature of the benchmark, relying equally on computational and communicational power. However, it also seemed to utilize large bulk transfers, again resulting in a maximum class size of A for 2 nodes and B for 4 nodes.

- **MG**: The MultiGrid benchmark performed fairly well on the llamaMPI system, with the mg.B.4 test experiencing 105.7% the amount of Mop/s as native. In addition, both node sizes of 2 and 4 were able
to run with the class size B. This increase was mostly attributable to improvements in the operating system calls, as it is primarily computationally bound.

- **SP**: The final benchmark, scalar pentadiagonal, could only be run with 4 nodes, as the algorithm only supports square numbers of processes. It performed essentially close to native, with the $\text{sp.B.4}$ test completing in 97.4% the time. In addition, the test successfully ran for the longest time on class B with nine minutes of constant operation. This was likely due to a fair balance between computation and communication that never caused the buffers to overflow.

Overall, the majority of the *NAS Parallel Benchmarks* performed adequately, with only the FT and IS benchmarks under-performing native. As expected, most of the benchmarks did not see excessive increases in performance, as they mainly relied on bandwidth rather than the improved latency. Nevertheless, all of the benchmarks that completed were able to verify successfully, proving the stability of the llamaMPI system. Further improvements to the collective operations and buffering scheme should eventually allow for more benchmarks to complete and operate with better performance.

### 6.5 WARPED

WARPED was selected as an appropriate case study application before llamaMPI had even begun development. When the initial results came back showing llamaNET as having an order of magnitude lower latency than native it was determined that WARPED would benefit greatly from being ported to the system. Most parallel discrete event simulations contain fine-grained computational steps and rely on lower latency to limit the number of causality errors and subsequent rollbacks. The WARPED communication interface is implemented solely as MPI non-blocking point-to-point sends and receives. Ideally, this means that there should be little overhead present from the llamaMPI implementation and the application should benefit from the lower latency numbers shown in initial testing.

#### 6.5.1 Simulation Parameters

Unlike the *NAS Parallel Benchmarks*, WARPED requires a set of two configuration files to be passed to each simulation at launch. The first configuration file is universally used in all the different types of simulations
to determine which features of the WARPED simulator should be used. To keep tests simple and consistent, the same settings were used between all simulations and native and llamaMPI tests. These configurations are detailed below in Table 6.5.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation</td>
<td>TimeWarp</td>
</tr>
<tr>
<td>Scheduler Type</td>
<td>MultiSet</td>
</tr>
<tr>
<td>Scheduler ScheduleQScheme</td>
<td>MULTISET</td>
</tr>
<tr>
<td>Scheduler CausalityType</td>
<td>STRICT</td>
</tr>
<tr>
<td>Scheduler ScheduleQCount</td>
<td>1</td>
</tr>
<tr>
<td>EventList Type</td>
<td>MultiSet</td>
</tr>
<tr>
<td>CommunicationManager PhysicalLayer</td>
<td>MPI</td>
</tr>
<tr>
<td>CommunicationManager Type</td>
<td>Default</td>
</tr>
<tr>
<td>StateManager Type</td>
<td>Periodic</td>
</tr>
<tr>
<td>StateManager Period</td>
<td>10</td>
</tr>
<tr>
<td>OutputManager Type</td>
<td>Aggressive</td>
</tr>
<tr>
<td>OutputManager AntiMessages</td>
<td>Default</td>
</tr>
<tr>
<td>OutputManager FilterDepth</td>
<td>16</td>
</tr>
<tr>
<td>OutputManager AggrToLazyRatio</td>
<td>0.5</td>
</tr>
<tr>
<td>OutputManager LazyToAggrRatio</td>
<td>0.2</td>
</tr>
<tr>
<td>OutputManager ThirdThreshold</td>
<td>0.1</td>
</tr>
<tr>
<td>GVTManager Type</td>
<td>Mattern</td>
</tr>
<tr>
<td>GVTManager Period</td>
<td>1000</td>
</tr>
<tr>
<td>DVFS Manager Type</td>
<td>None</td>
</tr>
</tbody>
</table>

Table 6.5: WARPED Configuration

The second needed configuration file defines the setup of the individual simulation. This file can define options ranging from the number of processes to the probability distribution used and requires a unique parameter set for each simulation type. Again, to keep tests simple and consistent, the three configuration files used for PHOLD, RAID, and SMMP were kept identical between different simulations on both native and llamaMPI. Table 6.6 gives the parameters used for the PHOLD simulation, providing a large number of processes and exponential distribution, sure to result in many rollbacks. Table 6.7 defines a large number of highly connected disks, controllers, and sources for the RAID simulation. Each controller, or fork, is connected to 12 source inputs and 8 disk outputs, which will likely result in many rollbacks. Finally, the SMMP configuration is given in Table 6.8, simulating eight processors all competing for main memory with a 0.85 cache hit ratio. Because this hit ratio is not very high, this should result in many shared main memory accesses and rollbacks.
### Table 6.6: PHOLD Configuration

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Processes</td>
<td>200</td>
</tr>
<tr>
<td>Message Density</td>
<td>20</td>
</tr>
<tr>
<td>Distribution</td>
<td>Exponential</td>
</tr>
<tr>
<td>Seed</td>
<td>1.0</td>
</tr>
<tr>
<td>State Size</td>
<td>1024</td>
</tr>
<tr>
<td>Computation Grain</td>
<td>1 second</td>
</tr>
<tr>
<td>Number of Outputs</td>
<td>20</td>
</tr>
</tbody>
</table>

### Table 6.7: RAID Configuration

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Disks</td>
<td>32</td>
</tr>
<tr>
<td>Disk Type</td>
<td>FUJITSU</td>
</tr>
<tr>
<td>Number of Processes (Sources)</td>
<td>96</td>
</tr>
<tr>
<td>Max Number of Requests</td>
<td>20000</td>
</tr>
<tr>
<td>Number of Forks (Controllers)</td>
<td>8</td>
</tr>
<tr>
<td>Number of Process Inputs</td>
<td>12 each</td>
</tr>
<tr>
<td>Number of Fork Output Disks</td>
<td>4 each</td>
</tr>
<tr>
<td>Number of Start Disk</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 6.8: SMMP Configuration

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Processors</td>
<td>8</td>
</tr>
<tr>
<td>Speed of Cache</td>
<td>10</td>
</tr>
<tr>
<td>Cache Hit Ratio</td>
<td>0.85</td>
</tr>
<tr>
<td>Speed of Main Memory</td>
<td>100</td>
</tr>
<tr>
<td>Number of Requests Per Processor</td>
<td>400000</td>
</tr>
</tbody>
</table>

Table 6.8: SMMP Configuration
6.5.2 Results from Setup 1

As expected, all experiments on setup 1 showed a performance boost when using llamaMPI versus native, as shown in Table 6.9. All three WARPED simulations were run with both 2 and 4 processes evenly distributed across the two machines. In addition, a reasonable end time was chosen for each simulation to allow for the quick testing of different configurations while providing enough timing resolution to accurately determine the difference between llamaMPI and native. It should be noted that the number of rollbacks that occurred did not directly correlate with the amount of time a simulation took. This is because the time is solely determined by the speed of the critical path. Having many deviations of the critical path may not be detrimental, if the deviants are rectified quickly. It should be noted that the times and number of rollbacks presented in this and the following sections are relative to node zero. An analysis of each simulation’s results is given below:

- **PHOLD**: This simulation experienced a greater number of rollbacks, but much better performance under llamaMPI. With 2 nodes it ran in 85.2% native time and with 4 nodes it ran in 84.8% native time.

- **RAID**: The RAID simulation had a similar number of rollbacks and also increased performance significantly. With 2 nodes it ran in 81.7% native time and with 4 nodes it ran in 86.9% native time.

- **SMMP**: This simulation had a much smaller number of rollbacks than native and achieved the most dramatic speedup on setup 1 with 4 nodes completing in 75.8% native time. With 2 nodes it completed in 87.8% native time.

<table>
<thead>
<tr>
<th>Name</th>
<th>Size</th>
<th>End Time</th>
<th>LlamaMPI Time (s)</th>
<th>LlamaMPI Rollbacks</th>
<th>Native Time (s)</th>
<th>Native Rollbacks</th>
<th>LlamaOS / Native Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>phold</td>
<td>2</td>
<td>1000</td>
<td>23.0</td>
<td>5596</td>
<td>27.0</td>
<td>353</td>
<td>85.2%</td>
</tr>
<tr>
<td>phold</td>
<td>4</td>
<td>1000</td>
<td>13.5</td>
<td>606</td>
<td>15.9</td>
<td>497</td>
<td>84.8%</td>
</tr>
<tr>
<td>raid</td>
<td>2</td>
<td>100000</td>
<td>38.8</td>
<td>51033</td>
<td>47.5</td>
<td>18936</td>
<td>81.7%</td>
</tr>
<tr>
<td>raid</td>
<td>4</td>
<td>100000</td>
<td>18.1</td>
<td>22625</td>
<td>20.8</td>
<td>22754</td>
<td>86.9%</td>
</tr>
<tr>
<td>smmp</td>
<td>2</td>
<td>None</td>
<td>38.2</td>
<td>292074</td>
<td>43.8</td>
<td>337923</td>
<td>87.3%</td>
</tr>
<tr>
<td>smmp</td>
<td>4</td>
<td>None</td>
<td>29.9</td>
<td>276110</td>
<td>39.4</td>
<td>412854</td>
<td>75.8%</td>
</tr>
</tbody>
</table>

Table 6.9: WARPED Case Study Results on Setup 1
6.5.3 Results from Setup 2

The experiments on setup 2, the Beowulf cluster, attempted to increase the number of nodes to a higher value. Due to the low memory constraints of the system, it was decided that only one application node would be run per physical machine. In addition, only the PHOLD and SMMP simulations were performed, as the RAID model would not complete with larger than two nodes on the cluster. This was potentially caused by either the small memory limit or overflowing of the buffers, due to the large amount of communication in the RAID model. Overall, both simulations achieved around a 60% - 70% of native execution time.

Table 6.10 gives the results for the PHOLD simulation, run between 2 and 10 processes. In nearly all cases the llamaMPI run time was around 60% that of native. The most dramatic improvement of all experiments in this thesis occurred when running PHOLD on 5 cluster nodes, resulting in the llamaMPI version completing in 55.1% of native time. The worst case occurred when running on two nodes, which only resulted in a 66.9% native time execution. It should also be noted that the number of rollbacks did not correlate with either the percent native time or the communication implementation. Instead, they seem to appear randomly in each simulation. A more telling value to use would have been the total duration of rollbacks, but this was not available. As predicted by Amdahl’s Law, both the native and llamaMPI speedups seemed to decrease in an exponential curve, as seen in Figure 6.1. This is because the serial part of the simulation was beginning to dominate, and adding additional nodes did not help. Figure 6.2 depicts the percentage of native run time, in which each number of nodes resulted.

<table>
<thead>
<tr>
<th>Size</th>
<th>End Time</th>
<th>LlamaMPI Time (s)</th>
<th>LlamaMPI Rollbacks</th>
<th>Native Time (s)</th>
<th>Native Rollbacks</th>
<th>LlamaOS / Native Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2000</td>
<td>51.2</td>
<td>1705</td>
<td>76.6</td>
<td>5456</td>
<td>66.9%</td>
</tr>
<tr>
<td>3</td>
<td>2000</td>
<td>36.1</td>
<td>549</td>
<td>62.0</td>
<td>3191</td>
<td>58.3%</td>
</tr>
<tr>
<td>4</td>
<td>2000</td>
<td>28.4</td>
<td>1430</td>
<td>50.3</td>
<td>7588</td>
<td>56.5%</td>
</tr>
<tr>
<td>5</td>
<td>2000</td>
<td>23.6</td>
<td>1097</td>
<td>42.8</td>
<td>2586</td>
<td>55.1%</td>
</tr>
<tr>
<td>6</td>
<td>2000</td>
<td>20.7</td>
<td>950</td>
<td>36.0</td>
<td>1354</td>
<td>57.4%</td>
</tr>
<tr>
<td>7</td>
<td>2000</td>
<td>19.1</td>
<td>1780</td>
<td>33.6</td>
<td>191</td>
<td>56.8%</td>
</tr>
<tr>
<td>8</td>
<td>2000</td>
<td>22.5</td>
<td>7463</td>
<td>34.0</td>
<td>5559</td>
<td>66.1%</td>
</tr>
<tr>
<td>9</td>
<td>2000</td>
<td>20.0</td>
<td>6202</td>
<td>30.5</td>
<td>4087</td>
<td>65.6%</td>
</tr>
<tr>
<td>10</td>
<td>2000</td>
<td>18.5</td>
<td>6865</td>
<td>31.6</td>
<td>5962</td>
<td>58.3%</td>
</tr>
</tbody>
</table>

Table 6.10: WARPED PHOLD Results on Setup 2
Figure 6.1: Plot of WARPD PHOLD Times from Setup 2

Figure 6.2: Plot of WARPD PHOLD Time Percentages from Setup 2
The results for the SMMP simulations on setup 2 are outlined in Table 6.11, run between 2 and 10 processes. In all the cases presented the percent native time was reduced to around 70%. The minimum achieved percent native time was 66.2%, found when running on 7 processes. As in the PHOLD simulation, the number of rollbacks seemed to fluctuate randomly during each simulation. Furthermore, as predicted, both the native and llamaMPI speedups decreased in an exponential curve, as seen in Figure 6.3. Figure 6.4 shows the percent of native runtime for each process setup. Overall, the percent native plot fluctuates only +/- 5% from the 70% average, showing that the advantage of using llamaMPI depends more on the simulation model used than the number of cores.

<table>
<thead>
<tr>
<th>Size</th>
<th>End Time</th>
<th>LlamaMPI Time (s)</th>
<th>LlamaMPI Rollbacks</th>
<th>Native Time (s)</th>
<th>Native Rollbacks</th>
<th>LlamaOS / Native Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>None</td>
<td>41.7</td>
<td>199873</td>
<td>59.0</td>
<td>228612</td>
<td>70.7%</td>
</tr>
<tr>
<td>3</td>
<td>None</td>
<td>36.9</td>
<td>8992</td>
<td>51.8</td>
<td>5267</td>
<td>71.3%</td>
</tr>
<tr>
<td>4</td>
<td>None</td>
<td>33.8</td>
<td>245218</td>
<td>50.5</td>
<td>251306</td>
<td>67.0%</td>
</tr>
<tr>
<td>5</td>
<td>None</td>
<td>34.8</td>
<td>25247</td>
<td>48.8</td>
<td>14511</td>
<td>71.4%</td>
</tr>
<tr>
<td>6</td>
<td>None</td>
<td>33.9</td>
<td>19168</td>
<td>47.8</td>
<td>10461</td>
<td>70.9%</td>
</tr>
<tr>
<td>7</td>
<td>None</td>
<td>32.5</td>
<td>14625</td>
<td>49.1</td>
<td>7051</td>
<td>66.2%</td>
</tr>
<tr>
<td>8</td>
<td>None</td>
<td>31.7</td>
<td>307044</td>
<td>46.5</td>
<td>278828</td>
<td>68.2%</td>
</tr>
<tr>
<td>9</td>
<td>None</td>
<td>31.8</td>
<td>77987</td>
<td>43.7</td>
<td>46495</td>
<td>72.9%</td>
</tr>
<tr>
<td>10</td>
<td>None</td>
<td>31.9</td>
<td>78213</td>
<td>43.4</td>
<td>46647</td>
<td>73.5%</td>
</tr>
</tbody>
</table>

Table 6.11: WARPED SMMP Results on Setup 2
Figure 6.3: Plot of WARPED SMMP Times from Setup 2

Figure 6.4: Plot of WARPED SMMP Time Percentages from Setup 2
6.6 Conclusion

The results in this chapter show that the llamaMPI system is performing well in almost all cases of the benchmarking tests and case study. Nearly all of the NAS Parallel Benchmarks ran at speeds equivalent to a native system, as expected. This also served to essentially verify most operations available in llamaMPI. In addition, the implementation of the WARPed simulator into the system showed significant gains in performance with the decrease in network latency and optimized operating system calls. While the improvements are fairly striking, there is much room for improvement in the flexible llamaMPI system, as explained in the concluding Chapter 7.
Chapter 7

Conclusions and Suggestions for Future Research

7.1 Summary of Findings

While llamaOS provided the basic foundation for a new flexible, low-latency operating system, llamaMPI now provides an efficient networking standard to promote future development on the system. After realizing that porting was not a possibility, llamaMPI was designed from the ground up to provide a messaging system with low overhead, without sacrificing the core functionality. The new system has been verified using the NAS Parallel Benchmarks and has been shown to run at native or better speeds when bandwidth is the main limiting factor. The benchmarks that run slower or do not complete show the room for development in collective functionality and buffer flow design. Finally, the WARPED case study illustrates the main benefit of llamaMPI, namely its order of magnitude lower latency than native TCP/IP. Because PDES simulations usually rely heavily on small fine-grained computational steps, a decrease in latency can drastically reduce the amount of time spent off the critical path caused by causality errors. This is evidenced in the results with an average decrease of 30% to 40%, when compared with native.
CHAPTER 7. CONCLUSIONS & FUTURE RESEARCH

7.2 Detailed Conclusions

The research presented in this thesis produced the originally expected results; the WARPED system saw significantly improved performance with an overall decrease in latency, due to llamaMPI. This verifies the idea that the performance of fine-grained applications, such as WARPED, have much to benefit from greatly decreased latency. However, other factors, such as network buffering performance and process scheduling were also key contributors. For example, before adding in an extra auxiliary buffer to the driver, the performance of llamaMPI suffered and became even worse than native. In addition, the discrepancy between inter-machine and intra-machine communication latency likely still caused many performance losses from communication. Improvements may need to be made in these other areas to further minimize the time spent off of the critical path in simulations.

Even though the results mostly attained the desired goal of lowering latency, there are a few facets of the research process that could have been altered to potentially improve performance and minimize development time. Firstly, while the NAS Parallel Benchmarks were useful in the verification of the system, they were poorly matched to the ultimate goal of decreasing latency for fine-grained applications. They were closer to large scientific calculations and required large amounts of bandwidth and buffering, that if nothing else, uncovered several issues in the system that would have been difficult to find later. Another set of benchmarks could have been potentially chosen to both discover these errors and provide a more meaningful set of results. However, researchers in the HPC community seem particularly interested in the NAS benchmarks for comparison, ultimately making them the chosen candidate.

Another change that could have potentially boosted the performance of the system would have been to implement the MPI communication interface in a background thread or the llamaNET driver. Even though implementing llamaMPI directly alongside the parallel applications likely lowered the overhead of the system, it created many complications for message buffering. For example, if an application collectively sent a large amount of data before receiving anything, all of the information had to be stored in the driver buffer. This resulted in buffer overflows and a difficulty in determining the memory distribution between driver and applications. By receiving data in the background this issue could have been mostly alleviated.

The overall lack of debugging tools in the llamaOS system also proved to hamper the development of new programs. Because of the absence of threads in the system, this meant that most debugging had to be
directly compiled in to the main program. This often resulted in \texttt{cout} messages being the most common inefficient method of determining the cause of errors. The only method of debugging crashes was through a cryptic crash report generated by Xen and a hardware debugger that was difficult to use if not in the presence of the physical machines. Spending more time developing debugging tools at the beginning would have likely decreased the overall development time.

Despite these difficulties in development, llamaMPI appears as an excellent system for hosting future parallel discrete event simulations. Still, some may argue that it would be more effective to use new cloud computing environments to perform some of the applications presented in this text. However, there will likely always be a need for the small, low-cost Beowulf cluster environment for the development of cutting edge, operating system dependant code. At least as of now, most cloud computing seems more suited to scientific applications, and request-parallel computing. Finally, there is nothing preventing llamaOS from being part of the backend running on the cloud environment. Because it works in a fully virtualized environment, it has the potential to run alongside any other type of warehouse computing code, producing an environment more suited to fine-grained programs. LlamaOS could potentially provide that compromise that can allow for high performance fine-grained development, while fulfilling the desire to consolidate computing power.

### 7.3 Suggestions for Future Work

As explained in the previous section, it would beneficial to add additional improvements to llamaMPI to further increase reliability and performance. Moving the receive functionality of llamaMPI to a background thread could provide a better method of buffering more suitable to scaling to larger sizes. However, the llamaNET model of instant message transfers could suffer greatly increased latency if thread scheduling ever conflicted with the receipt of a message. For this reason, an alternate method could be to move all of the message send and receive logic to the driver to allow for smarter buffering there. This could result in a difficulty in determining how to allocate memory resources between the driver and application nodes, though. In addition, llamaMPI needs more improvements into the collective messaging functions. As the \textit{NAS Parallel Benchmarks} IS and FT proved, the collective algorithms used are not yet optimal and require additional work to equal that of native.
Even though llamaOS is currently available for public use, it is still not suitable for large commercial or academic endeavours. Even with the addition of llamaMPI to standardize the communication interface, there are still many improvements needed to be made to the basic operating system to allow for its more widespread use. For example, there are still several bugs in the system that result in crashes only fixable by restarting the machines. In addition, more debug support tools need to be added to the system to make the sources of crashes, such as these, more detectable. If implemented correctly, these tools should drastically decrease the amount of time stuck on simple bugs that currently require trial and error to fix. Finally, to make the system even more attractive to users of PDES software, driver support should be specifically added to optimized different facets of Time Warp. For example, a thread scheduler could be implemented with a maximum amount of allotted threads, as to not over-schedule the CPUs and increase latency. Once llamaMPI is able to achieve stability, in combination with the presented improvements gained without even changing the hardware, it will become more attractive for use in clusters. Moreover, the fact that such great results were returned, even though this was only a preliminary study, points to a bright future for the continued research of llamaMPI.
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